Perception of Depth Information by Means of a Wire-Actuated Haptic Interface
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Abstract

The VIDET project is aimed at investigating the possibility of developing a wearable robotic system for helping the mobility of visually impaired persons. The basic idea consists in the conversion of real-time depth data gathered through stereo-vision into a virtual, "bas-relief" model perceivable by means of a haptic interface. In this paper we describe the real-time stereo system, review the basic principles of the two main haptic devices developed so far, and present new experimental results concerning extraction of depth data by the stereo system and haptic perception of the virtual model recovered from stereo-data.

1 Introduction

During the last years a number of interesting projects have dealt with the development of mobility aids for the visually impaired [1]-[4].

This topic is also being addressed at the University of Bologna in the context of an interdisciplinary research project called VIDET (Video DEcoder by Touch). Project's objective is to investigate the possibility of developing a wearable robotic system capable of generating a virtual 3D model of the surroundings to be perceived by a visually impaired user through a tactile sensation. To this end, a complex device based on the integration of a binocular stereo-vision system and a wire-actuated "haptic-interface" has been conceived. The stereo-vision system is responsible for extracting in real-time the depth-map associated with the portion of the scene viewed by the cameras. Then, the spatially-sampled depth data obtained by the stereo system are scaled and interpolated with triangular patches in order to build a continuous "bas-relief" model of the observed scene. This model is perceived by the user through a tactile sensation provided by the wire-actuated haptic-interface, which allows to constrain the motion of her/his finger according to the shape of the model. Basically, the user should be able to interact with the surroundings by "touching" a scaled model of the scene seen by a pair of cameras.

With respect to the above referenced projects, VIDET's original approach consists in the conversion of real-time depth data gathered through a stereo system into a virtual "bas-relief" model perceivable by means of a haptic interface. So far the VIDET project has led to the development of several prototypes of the haptic-interface and of a real-time stereo vision system [5]-[8].

In this paper we describe the real-time stereo system, review the basic principles of the two main haptic devices, which have been already discussed in detail in previous work, and present new, recent experimental results concerning the extraction of depth data by stereo-vision and the perception of the 3D model recovered from stereo-data by a one-wire haptic device.

2 Depth Extraction by Stereo Vision

As mentioned in the introduction, the first step in recovering the virtual 3D model consists in extraction of the depth-map of the scene by means of a binocular stereo-vision system. This implies matching tokens between the two images captured by the acquisition system, with possible tokens being small image areas or features such as edges, corners, lines, curves. With regards to VIDET, our choice has fallen on area-based matching since, unlike feature-based matching, this approach can yield dense depth maps and hence holds the potential for embodying richer information
on scene’s structure into the bas-relief model provided to the visually impaired user.

The epipolar constraint, which ensures that homologous points must lay on homologous image lines called epipolar lines, is the fundamental constraint for disambiguating the stereo-matching process. Yet, it can be exploited efficiently only when epipolar lines coincide with image scan-lines, i.e. with cameras in the so-called “standard-configuration”. In the initial phase of our work this was achieved using a single camera fixed to a track and capable of horizontal translations. However, this simple solution is not suited to real-time operation since the two images cannot be acquired simultaneously. Currently, we use a Stereo-Head (STH-V1) by Videre Design [9]. This system consists of a compact motherboard with two genlocked cameras carefully aligned so as to obtain a satisfactory approximation of the standard configuration. Moreover, STH-V1 features a “line-interlace” operation mode in which alternate horizontal lines from each camera are combined into a single NTSC video signal. This allows to acquire images simultaneously from the two cameras using a single frame-grabber board.

The area-based matching algorithm developed within the VIDET project, referred to as VSA, is outlined in Fig. 1.

![Diagram](https://via.placeholder.com/150)

**Figure 1: The Videt Stereo Algorithm.**

First, the two images are preprocessed in order to compute the mean and variance of the gray-level distribution in a small window centered at each pixel. Then, the mean-value images are subtracted to the original images. This normalization step is useful to compensate for possible gray-level variations due to slightly different settings of the cameras [10].

The normalized images are then matched based on the SAD (Sum of Absolute Differences) similarity criterion. It is well known that the set of matches obtained at this stage by an area-based algorithm may be highly unreliable and therefore a validation step must be incorporated into the algorithm to increase robustness [10]-[11]. Among the major sources of matching errors are occlusions, low-textured regions and repetitive patterns.

Validation is typically done by exploiting, besides the epipolar constraint, additional matching constraints. Those included in VSA’s validation step consist in checking matches’ left-right consistency, in discarding matches found in poorly-textured areas and in allowing a unique match per each pixel. The left-right consistency check [12] performs very well in eliminating wrong matches due to occlusions and may partially deal with those generated in poorly-textured regions. However, as for uniform regions, the safest solution is to reject all matches found at points exhibiting poor local texture. Therefore, we estimate local texture by the variance of the intensity distribution, which is computed and stored in the preprocessing step, and discard matches found at points where the variance is below a given threshold. The stereo imaging geometry ensures that, with the exception of occluded objects, there must be a unique match for each pixel. Hence, when a correspondence between two pixel has been established we make them no longer available for further matching. This simple constraint is effective in presence of repetitive patterns.

VSA’s resolution in disparity (i.e. depth) measurements was initially 1-pixel. However, several experiments aimed at evaluating the degree of tactile perception achievable through VIDET have pointed out the need of sub-pixel resolution. Therefore, an interpolation step providing disparity measurements at \( \frac{1}{4} \)-pixel follows validation in current VSA’s version.

The disparity maps obtained by the algorithm may still be noisy and, due to the validation process, typically contain unmatched points. Hence, the final VSA’s step, referred to as Regularisation, consist in first cleaning-up noise by a median filter and then propagating the available disparity information over unmatched points by a linear scheme incorporating a disparity-gradient constraint aimed at preserving depth discontinuities.

## 3 Prototypes of the Haptic Device

Two main versions of the haptic interface have been developed. Common feature of these devices is that they are based on actuated wires instead of a more traditional “rigid” mechanical chain (see [13] for a survey...
on similar haptic devices). This choice permits to have a light and wearable device, with a reduced power consumption.

The two prototypes differ in the number, respectively one and three, of actuated wires. Since the minimum number of wires needed to generate forces in any direction in a 3D space is 4, devices with 1 and 3 actuated wires are intrinsically defective, i.e. with less actuated degrees of freedom than those necessary, and the interaction perception is somehow limited.

Figure 2: The 3-wire interface developed for VIDET.

The three-wires device is shown in Fig. 2. Each wire is connected to a different motor, capable of applying the desired tension on it, and equipped with a suitable sensor to measure the tension. The length of each wire is computed using the encoder of the associated motor. The three wires are connected to a thimble, by which the user can touch the virtual surface. The 3D position of the thimble is determined by the wire lengths, and so forward and inverse kinematic can be easily computed [6].

Figure 3: The 1-wire interface developed for VIDET.

The one-wire interface is shown in Fig. 3. The deter-

mination of thimble's position in the 3D space is, in this case, more complicated, since the wire length is no longer sufficient. Hence, additional force sensors have been integrated into the device to compute thimble's position (see [8] for details) and such a computation is performed mainly on the basis of the measurement of the wire tension.

With both devices, a relevant issue is the computation of a proper force that must be generated to the thimble by the haptic interface for accurate perception of the virtual environment. Ideally, the force applied to the thimble should be 0 in the case of movement in the free space (i.e. no contact with virtual objects) and should be computed according to its position and to the shape of the contact surface (ideal force) in case of interaction with a virtual object. Indeed, in case of motion in the free space a very low non-zero tension has to be applied on each wire in order to maintain a positive tension and, as for the contact with a virtual object, the ideal force could not be applicable. In fact, as already mentioned, the device is defective and one has to implement a force as similar as possible to the ideal one, see e.g. [6]. Several methods of computing this force have been considered and evaluated. The key point is the following: the one-wire device is able to generate only forces directed along the wire direction, while the three-wire device can generate forces internal to the three wires (as a sum of the wire tensions).

The haptic interfaces developed so far are based on a tension control of the wires. A suitable tension sensor is present in the actuation box, as well as an encoder which allows to know the length \( l \) of the wires. Starting from the force to be applied to the thimble one can compute the tension on the wire(s), this tension is the set-point signal for the regulator; the system input, i.e. the motor torque, is computed via a simple PID controller in order to give the desired tension on the wire(s).

Perception with the 3-wires device is better since a wider range of forces is applicable to the user; on the other hand the 1-wire device is simpler in terms of structure and control (since one has to control only a motor torque) and therefore constitutes a valid and attractive alternative. The most significant problem to be solved with the one-wire device is the exact computation of the position of the thimble in the 3D space. To this end, a new sensor is currently under development [14].
4 Experimental results

An example of the typical results obtained using the Video Stereo Algorithm is now reported.

Figure 4: Disparity map.

Fig. 4 shows the disparity map obtained by VSA on the image in Fig. 5, which is the left image of a stereo pair.

Figure 5: Left image of the stereo pair.

Disparity values are encoded with 255 gray-levels, with brighter gray-levels representing points closer to the camera. The extracted 3D information is displayed in a different manner in Fig. 6, which represents a lateral view of the VRML model built by projecting the image in Fig. 5 onto the disparity map in Fig. 4.

The algorithm is capable of recovering correctly scene’s basic 3D structure: the person’s figure appears closer to the camera than the background and the sharp depth gradient between the foot and the body has been detected neatly. This can be seen easily from the disparity map as well as from the VRML view. The extracted map encodes also the smooth depth variation along the person’s leg and arm: this is less clearly visible in Fig. 4, where however the gray-tones gets darker along the foot to leg path, whilst is more evident in Fig. 6. The VRML view shows also the sharp depth variation between the person and the furniture behind him, while the position of this object with respect to background is perhaps easier to appreciate in Fig. 4, where the top-right area of the image is brighter than background (as well as darker than the person’s figure).

VSA has been tested extensively with stereo pairs captured with the single-camera method and the Stereo-Head, as well as with standard test-images available on the Web. The results show that the algorithm is effective in generating reliable and dense disparity maps. A collection of experimental results (including original stereo-pairs, disparity maps, VRML reconstructions and animated sequences of real-time disparity estimation) can be found at the web-site http://labvisione.deis.unibo.it/~smattoccia/.

Perception of virtual objects has already been shown and discussed in previous work (see e.g. [7, 8]) in the case of simple artificial test objects, i.e. surfaces not generated by the stereo vision system but created synthetically to test the devices. Here, we present new
experimental results concerning the exploration by the one-wire device of the 3D surface attained from depth data extracted from a real scene by the Videt Stereo Algorithm.

We consider the scene of Fig. 5 and use the bas-relief model built on the basis of the disparity map shown in Fig. 4. The experiments consist in exploring the model with the thimble and are aimed at evaluating the capability of the device to enable perception of the model's 3D shape, i.e. to properly control the thimble in order to follow accurately the reliefs of the model. To this purpose we have carried out several explorations and recorded the trace associated with the 3D position of the thimble's tip. This allows to evaluate the performance of the device by comparing the recorded trace with the known model's shape.

An example of the typical results obtained in these experiments is shown in Fig. 7, in which the trace of the thimble has been superimposed to the bas-relief model associated with a small portion of the scene of Fig. 5. The model in Fig. 7 comprises the head and the top part of the trunk, with the right and left parts of the figure flipped with respect to the view in Fig. 5. From Fig. 7 it is possible to see that the device enables to follow quite accurately the shape of the surface; in particular, one can see clearly from the trace the perception of the relief associated with the trunk.

Since Area-Based stereo algorithms are computationally very expensive, one major goal of our work has been the development of optimization strategies that may render the matching process suitable to real-time processing. One particularly effective optimization incorporated into the algorithm consists in the massive use of the box-filtering technique [10], [15], which allowed us to minimise the number of operations per pixels executed in all of VSA's computationally intensive steps. Having minimised the computation per pixel, additional speedup has been achieved by MMX-coding large parts of the algorithm in order to process several pixels in parallel. As a result, VSA can provide video-rate disparity data for the VIDET system running on a Pentium II PC.

The perception experiments reported in this section, have been carried out with the stereo-vision and the haptic device controlled by two separate computers and not linked together for real-time operation yet. They may be referred to as “static” experiments, since the depth map extracted by the vision system is stored on disk to be explored at a later time with the haptic device. Very recently, thanks to the development of the highly optimised version of the stereo algorithm, the two systems have been linked together for real-time operation, i.e. VSA runs in real-time on the image stream generated by the Stereo-Head and continuously updates the depth map explored by the user with the one-wire device. The initial real-time experiments show that, besides enabling perception of the 3D structure of simple static scenes, the system allows to promptly track the variation of depth associated with motion in simple dynamic scenes. For example, if an object under exploration is suddenly moved farther from the cameras the user feels promptly that he has some free-space in front of the thimble and can move it forward until he touches the object again in the new position. Similarly, with the same suddenness, if the object is brought nearer to the cameras the user feels an increasing tension on the wire that tends to move the thimble backwards, until he can touch the object in the new position.

5 Conclusion and Future Work

We have described VIDET's main components, the stereo system and the haptic device, and presented some new results regarding the integrated functioning of these components. In our previous work, haptic perception had been demonstrated only in the case of syntactic test objects.
The new results show that the stereo system captures correctly the basic 3D structure of the scene and that this can be perceived quite accurately using the one-wire haptic device. Thanks to the development of a highly optimised implementation, the stereo algorithm is now capable of generating depth-data at video-rate. This allows for integrated, real-time operation of the overall system. Preliminary experiments with simple dynamic scenes show that the system enables prompt following of the depth variations associated with motion.

Our current work is aimed at assessing the degree of scene understanding achievable as a result of the haptic perception provided by the system. To this purpose we have started a program of experiments, currently under development, involving both normally sighted and visually impaired users. This program addresses issues such as the ability of clearly detecting and localizing objects from background, to distinguish between multiple objects, to understand object’s shapes, to estimate the distances between objects and to assess basic facts in dynamic scenes (e.g., the presence of a new obstacle). The results of this activity will be presented in a future paper.
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